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1978 French act «informatique & libertés»
1995 Directive 95/46/CE – art. 15
2016 GDPR – art. 22
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RECITAL
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ARTICLE
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Individuals 
protection

against certain 
risks

to their rights 
and freedom

against 
potentially 

discriminatory 
and unfair 

effects
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Mainly: risks of perpetuating and amplifying biais and prejudices

/ Initial biais

- at the system level

- at the data / input level

/ AI systems trained to replicate

- decision making patterns learn from training (biased) data set

- past patterns of (biased) human DM

/ AI: no capabilities to change moral perspective over time unlike 

human decision-decision makers

/ Other issue: impact of error rates
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How does biais play out in AI?

At system level 

- Developpers (unintentionally) build

their own personal biases into the 

parameters

- Allowing systems to conflate

correlation with causation

- Including parameters that are 

proxies for known biais

At the data / input level

- Data = biased historical data

- Data = not representative of the 

target population

- Data = poorly selected

- Data = incomplete, incorrect or 

outdated
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- Existence of a decision

- Based solely on automated processing (including 

processing)

- Legal significant effect or similarly significant effect

Principle
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#1 « Decision »
▪ Broadly interpreted

▪ Number of acts which may affect the data subject in many ways

▪ Ex1. result of calculating a person’s creditworthiness

▪ Ex2. SHA: information provided / anwsers to questions?

#2 « Based solely on automated processing (incl. profiling) »
▪ Use of AI makes it more likely that the decision is based « solely »

▪ (human may not have access to all information used)

▪ (human may not have the ability to analyse how the information is used
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#3 legal signifiant effect
▪ When affects someone’s legal rights (ex. freedom to associate, to vote).

▪ When affects someone’s legal status (ex. denial of citizenship or social benefit).

▪ When affects someone’s righs under a contract (ex. cancellation of a contract).

#3 similarily signifiant effect
▪ Also applies when the results are transmitted to a third and the action of this third is

strongly guided by the results (EUCJ C-634/21 7 Dec 23).

▪ Ex1: refusal to conclude a contract.

▪ Ex2: impact on the right to receive information or the freedom to form opinions 
without undue influence (ex. SHA)?

▪ Ex3: targeted advertising? 
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#3 similarily signifiant effect : some criteria
▪ the categories of personal data;

▪ the immediate consequence the decisions have on data subjects; 

▪ the temporary or definitive effect of the decisions; 

▪ whether the decisions affect conduct or choices of the data subjects; 

▪ whether the decisions limit opportunity for income or are followed by a 
quantifiable financial loss for data subjects; 

▪ whether the decisions affect someone’s 

▪ financial circumstances;

▪ access to health services;

▪ employment opportunities;

▪ access to education; etc.
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© F. A. Raso, H. Hilligoss, V. Krishnamurthy, C. Bavitz, L. Kim, “Artificial Intelligence & 

Human Rights: Opportunities and Risks, Research Publication n° 2018-6, 25 Sept. 

2018.

Available: https://cyber.harvard.edu/publication/2018/artificial-intelligence-human-

rights

https://cyber.harvard.edu/publication/2018/artificial-intelligence-human-rights
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#1 necessary for the performance of or entering into a contract

#2 authorised by UE or MS law

#3 data subject consent
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But appropriate safeguards

• way to obtain human intervention -> AI: how?

• Right to express his/her point of view.

• Right to contest the decision.

• Right to an explanation of the decision(?) 
-> AI: how?
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