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https://economictimes.indiatimes.com/news/new-updates/chatgpt-witnesses-massive-rise-chatbot-gains-100-million-users-in-two-months/articleshow/98428443.cms
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... breakthrough in AI?
Yes and no.



1 recommendation systems



1 image recognition2



1 voice recognition23



text generation1234



self-driving cars12345



... so what has brought us ChatGPT?

1 step closer to true intelligence

democratization of AI

WHY THE HYPE?WHAT IS REALLY NEW?

artificial intelligence true intelligence

before

ChatGPT

after

ChatGPT



perception

synthetization

deduction

≠ robotics

what is

of information by a machine

≠ conscience

≠ thinking



artificial general intelligence narrow artificial intelligence

“machine that can 

accomplish any intellectual 

task that human beings or 

animals can perform”

“goal-oriented version of AI 

designed to better perform 

a single task”



DISCIPLINE

Artificial intelligence

perception, synthetization, deduction

of information by a machine

TECHNIQUES

Machine learning

prediction based on known facts

Data mining

discovery of new facts

imitation of behaviour

discovery of

patterns / similarities



DISCIPLINE

Artificial intelligence

perception, synthetization, deduction

of information by a machine

TECHNIQUES

Machine learning

prediction based on known facts

Data mining

discovery of new facts

ALGORITHMS

clustering regression

support vector machine

decision tree naive Bayes

artificial neural networks



artificial neural networks
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“deep learning”
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output

neurons

input

neurons“Photosynthesis, 

in simple words, 

is ...”

Photo

synthesis

in 

simple

words

Artificial neural network (text generation)

apple

bear

me

science

a

conversation up to now predict next word
then

repeat
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training GPT 3:

1024 GPUs

34 days

$4.6M
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1024 GPUs

34 days

$4.6M



training use

“cat”

a lot of training data

a lot of computing power

“quick”

little computing power

super computers servers /   (personal devices)



inherent to the technology



Rights on

training data

AI requires masses of data

mostly protected by

intellectual property and privacy rights

How to ask for everyone’s

consent / permission?

... but wait, how did OpenAI do?

ChatGPT 3:

300.000.000.000 words (≅ 3.000.000 books)

→



Rectify

infringements

learning

is easy:

but how to

forget?

hard to know

which links and nodes

represent specific training data

ChatGPT 3 → 1.000.000.000.000 nodes



Learning data

can leak
example: membership inference

Mr.

Dupont

was

born

in

Germany

France

Luxembourg

Belgium

Switzerland

1%

12%

0.3%

8%

5%

Steve

Muller

was

born

in

Germany

France

Luxembourg

Belgium

Switzerland

0.3%

0.1%

98%

0.1%

0.2%

LLM gives most likely next word,

based on training data



when AI is applied



https://openai.com/policies/terms-of-use



https://openai.com/policies/terms-of-use



your doctor‘s

website

health AI

provider

chatbot

provider



https://ars.electronica.art/

center/en/obama-deep-fake/

Deep

fakes



Deep

fakes

• reputation damage

• mobbing

• blackmailing

(e.g. deep fake porn)

• faking evidence

other data leaks

can suddenly have

higher impacts



Deep

fakes
Solutions?

detect AI generated content

with AI

watermarking

can also be

included

“invisibly” 

into a picture

bypass AI content detection with AI

trick the bypassing with AI

detect tricking of bypassing with AI

overcome detection with AI

even better detection with AI



Face detection



Face detection

biodata
emotions



Face detection

tracking

social

scoring

stalking

surveillance







Steve Muller

steve.muller@eco.etat.lu
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