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Introduction 

Who: Raoul Winkens
▪ Data Protection Officer @ Maastricht University since 2018
▪ Lawyer interested in technology, education and research 

with a focus on data protection

What:
▪ How should academia tackle technological advancement 

with a focus on AI?

Connect: 
▪ LinkedIn
▪ raoul.winkens@maastrichtuniversity.nl

https://www.linkedin.com/in/raoul-winkens-0bb87523/
mailto:raoul.winkens@maastrichtuniversity.nl


Introduction 

▪ How does AI and upcoming legislation interact with GDPR and the academic 
sector?

▪ Tasks of the DPO: “to monitor compliance with this Regulation, with other 
Union or Member State data protection provisions(…)”

▪ GDPR mentions the word ‘risk’ more than 70 times and the word ‘privacy’ 0 
times (once in a footnote). 

▪ AI and the AI-act is all about risk and risk assessment.



EU: fit for the 
digital age / 
data strategy / 
Digital Decade:
https://digital-
strategy.ec.eur
opa.eu/en/poli
cies/europes-
digital-decade

https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade
https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade
https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade
https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade
https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade


AI-Act (definition European Parliament) 

EP: “[An] ‘artificial intelligence system’ (AI 
system) means a machine-based system that is 
designed to operate with varying levels of 
autonomy and that can, for explicit or implicit 
objectives, generate outputs such as 
predictions, recommendations, or decisions, 
that influence physical or virtual 
environments.”



AI-Act (proposal)

Source: 
https://www.adalovela
ceinstitute.org/resourc
e/eu-ai-act-explainer/

https://www.adalovelaceinstitute.org/resource/eu-ai-act-explainer/
https://www.adalovelaceinstitute.org/resource/eu-ai-act-explainer/
https://www.adalovelaceinstitute.org/resource/eu-ai-act-explainer/


AI-Act (proposal)

Source: 
https://futurium.ec.eu
ropa.eu/hr/european-
ai-alliance/open-
discussion/more-
visual-guide-proposed-
eu-artificial-
intelligence-
act?language=hr
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And what does that mean for me?

▪ Can I use AI (tooling, systems) in my research?

▪ How can I identify risks?

▪ What level of detail is needed?



Answers?

Does any (popular) AI application in use now comply 
with the AI act proposal?

Data protection authorities are also becoming 
responsible for AI/algorithm oversight

GDPR is technology neutral and will remain relevant 
(still fit for purpose?)



Why AI is concerned by data protection? 

▪ AI generally works and trains with data 

▪ Composing texts and modules e.g. emails

▪ Collecting and evaluating data e.g. applicants CVs, participants data within research projects

▪ Training of systems (machine learning) 

▪ AI technologies like machine learning process personal during 2 phases 

▪ Learning phase

▪ Operational phase



Why AI is concerned by data protection? 

▪ When using AI compliance with data protection laws is crucial

▪ As soon as AI process personal data the relevant data protection regulations 
must be observed

▪ EU Commission 2019: High-level Expert Group about AI issued ethics 
guidelines: 

▪ One of the pilar is lawfulness
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai



If your institution will process personal data with AI 
techniques the compliance is mandatory and must be 
documented 

Why AI is concerned by data protection? 

Accountability 

!



At a glance, which data protection requirements?  

Define a purpose

Determine a legal basis

Respect the minimisation principle

Define a retention period 

Ensure security 

Provide information to data subjects 

Implement the exercise of rights

Assessing the system

Avoiding algorithm discrimination



Which data protection requirements?  

Processing of 
personal data 
must always 
serve a 
specific and 
legitimate 
purpose 

AI system based on the use of personal data must always be developed, trained and 
deployed with a clear-defined purpose which means clear objective(s)

Only relevant data is used

At the stage of project design

Determination 
a legal basis 

The objective of ‘scientific research’ cannot itself constitute a legal basis 

6 legal basis within the GDPR (art.6) 

Opinion of CNIL (French supervisory 
authority ) regarding creation of health data 
warehouses 

As part of public interest missions 
and for subsequent research



Which data protection requirements?  

Source of 
personal data 

for AI: 
constitution of 

datasets

• Specific collection

• Re-use of data 
already collected for 
another purpose 

2 options to 
constitute a data 

sets

Cautions about 
the lawfulness of 

the initial 
collection

Compatibility 
between first 

and secondary 
use



Which data protection requirements?  

Respect data 
minimisation

Personal data shall be 
adequate, relevant and 

limited to what is necessary 
in relation to the purposes 

for which they are processed 
(data minimisation)

AI needs large amount 
of data

Data minimisation is not itself 
an obstacle 



Which data protection requirements?  

Concretely  

• If feasible, use fictitious data (same structure as real data 
but not linked to an individual)

• Involve IT staff

• Understand and map out all the Machine learning 
processes in which personal data might be used

One example 

• Clinical research assessed by the French Data Supervisory 
authority: 

➢Purposes: identifying explanatory variables for prostate 
cancer (pharmaceutical lab)

➢Processing of the entire patient population from the 
medical records of various centres is disproportionate, 
no respect of data minimisation principle 



Which data protection requirements?  

Define a 
retention 
period 

Personal data cannot be stored for 
indefinite period

AI requires longer period of time than 
other processings operations e.g. 
training and developing new systems

Clearly schedule the period for 
performance measurement

Longer period for example to allow 
reproducibility in research 

Organisational and technical measures 
to ensure rights and freedoms of data 
subjects (participants to research 
projects) 



Which data protection requirements?  

Provide information to 
the data subjects 

(transparency)

Explain clearly your 
purposes to use AI

Some difficulties when 
the data has not been 

directly collected

Derogation possible If it 
is possible to 

demonstrate that 
informing the data 

subjects is impossible or 
requires 

disproportionate efforts 
e.g AI processing carried 
out for scientific research 

(CNIL guide) 

Consult your DPO as 
derogation must be 
strictly interpreted



Which data protection requirements?  

▪ Most of the AI based processing will require a risk analysis (DPIA) to be 
performed

▪ Potential Criteria 
▪ Evaluation and scoring
▪ Automated decision making legal or similar effects
▪ Sensitive data
▪ Data processed at a large scale e.g. machine learning
▪ Matching & combining datasets
▪ Innovative use or applying new technological solutions



Conclusion?

Legislation will always be behind technological development

Legislation will always be lacking in certain areas

GDPR needs to be taken into account in combination with other legislation

When using AI-technology in combination with personal data take caution and 
consult your DPO 



Thank you!
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